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4  EVOLVING SECURITY CHALLENGES

4.5. EXCURSE: CRITICAL INFRASTRUCTURE 

PROTECTION 

by Herbert Saurugg

Critical infrastructure protection (CIP) is a 

major topic because of an increasing number 

of incidents. he main focus of protection is 

prevention based on a sectoral approach. But 

how are we to cope with signiicant infrastruc-

ture interruptions if protection eforts fail and 

there are cascading efects? Public knowledge is 

limited and people do not have the necessary 

capabilities to deal with the incidents. Our 

belief that it will not happen does not actually 

prevent the event from happening. his can also 

be described as the ‘Turkey Illusion’.

A turkey’s trust in its owner, who feeds it daily, 

will increase based on its owner’s good care. What 

the turkey doesn’t know is that it is being fed for 

one purpose only. On the day before hanksgiv-

ing, when turkeys are traditionally slaughtered, 

the turkey’s trust will undergo a signiicant inter-

ruption.

Humans often act similarly. We look back at 

how successful we or our systems have been up 

until now and assume that past performance will 

continue in the future. Although we are unlike tur-

keys, who cannot foresee future or changing devel-

opments, we tend to ignore signiicant changes. 

Similarly, there are signiicant indications that 

we are undergoing a major transformation process 

which will comprehensively change our societies 

and there are also suicient signs that this process 

could be accompanied by ‘creative destructions’, 

as described by Joseph Schumpeter many decades 

ago. However, our essential infrastructure inter-

dependencies mean that the outlook is not very 

pleasant.

Turkey Illusion
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TRANSFORMATION TO A NETWORK 

SOCIETY

During the Industrial Age, we had simple struc-

tures (‘machinery’) and clear hierarchies which 

worked very well most of the time. Now, however, 

we are in a process of transformation to the Net-

work Age or Society, which began in the 1950s, 

and which will change the way of life in our socie-

ties fundamentally. In considering ongoing devel-

opments, it is dangerous to adhere currently to 

the knowledge and experience of former times, 

even if past solutions were successful in their day.

One major challenge will be that Industrial Age 

structures and thinking will not completely disap-

pear, but they will increasingly lose inluence and 

importance. his will increase complexity and 

requirements for those who must keep up with 

the developments and will have to cope with new 

challenges.

WHAT DOES COMPLEXITY MEAN?

Complexity is already a part of everyday lan-

guage usage, even if there are often related difer-

ent meanings like opacity, uncertainty, dynamism 

and so on. In short, complexity has the following 

typical characteristics:

• Changing system properties because of feed-

back-loops and therefore the possibility of 

emergent new system properties.   

Take, for example, oxygen and hydrogen which, 

are lammable gases; these two elements com-

bined produce a liquid, aqua, that puts our ire.  

Even if we knew the character of the gases, we 

would not be able to foresee the character of 

the new element.

• This also causes non-linearity where 

our appr oved risk management systems 

inevitab ly fail and predictions are difficult 

or impossi ble. They may work normally for 

We are in a process of transformation to the Network Age or Society, which will change the way of life  

in our societies fundamentally.

 Herbert Saurugg
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a certain amount of time but system behav-

iour could change completely in a single 

moment.

• Interconnectivity leads to an increasing dy-

namic (faster and faster) because the opportu-

nities of system behaviour are increasing.

• his also leads to irreversibility (no way back) and 

the impossibility of reconstructing the causes 

or restarting at a well-known point.   

As an example of a complex system, take 

a creature: you cannot cut creatures into 

well-structured pieces, analyse them and put 

them back together again.    

It will not work. And this is valid for all 

complex (live) systems.   

Reconstruction only works with complicated 

(‘dead’) systems (i.e. machines).

• Another very well-known characteristic is that 

small causes could lead to large efects (known 

as the ‘butterly efect’).    

A small problem in a supply chain link could 

bring down the whole system/production, as 

we have recently seen.

• Delayed and long-term efects are another, 

often underestimated, characteristic, espe-

cially in our very short-range focused econ-

omy. Figures are given for quarters.   

We know that apparent short-term solutions 

often have a negative impact on a long-term 

view and that, for long-term success, accept-

ance of short-term disadvantages is often 

needed. 

VUCA-TIMES

Experts are therefore also speaking from 

new VUCA-times or a new VUCA-nor-

mal, the acronym for volatility, uncer-

tainty, complexity and ambiguity, which is 

directly connected to the increasing complex-

ity caused by the ongoing man-made inter-

connectivity between everything.   

In particular, we are not used to dealing with 

ambiguity.

RISK AND UNCERTAINTY

However, we still try to address new possible 

risks and developments with successful past meth-

ods which can hardly cope with increasing inter-

connectivity and complexity. In addition, risks 

are not the same as uncertainty. In a world with 

perfect hindsight, one knows what can/cannot 

happen and therefore assigns risk-weighted prob-

abilities to such events, builds a model and takes 

calculated decisions. However, in a world where 

we cannot possibly know what can/cannot hap-

pen, assigning probabilities and building models 

might lead us to the same fate as that sufered by 

our turkey.

SYSTEMIC RISKS

Consequently, the rise of systemic risks is hardly 

observed. Systemic risks are characterised by a high 

degree of interconnectivity and interdependencies 

and missing outreach limitation. Cascading efects 

are possible. Because of complexity and feedback 

loops, there are no simple cause-and-efect chains 

and the triggers, as well as the impact, are system-

atically underestimated by organisations and the 

persons in charge.

Systemic risks are characterised by a high degree of 

interconnectivity and interdependencies and missing 

outreach limitation.
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WHAT CHALLENGES ARE WE FACING?

First, we have to recognise that in nature there 

are only complex, open systems. hese are new on 

a technical level, especially the increasing interde-

pendencies (vulnerabilities). And we are still used 

to dealing with linear simple machines and not 

with complexity, which is caused mainly by a lack 

of education and training. Especially in the edu-

cation system, we often still train and teach as was 

necessary for the Industrial Age, but that is hardly 

what is needed in the upcoming Network Age, 

where even a black and white description is too 

simple.

LACK OF KNOWLEDGE AND SYSTEMIC 

THINKING

here are of course improvements but, in 

general, they cannot keep up with the fast-mov-

ing technological developments and therefore 

we see more and more complexity gaps. Even 

though there are people who have the neces-

sary knowledge to develop these emerging and 

converting technologies, most people, includ-

ing people who should, do not have this knowl-

edge, e.g. people working for public authorities 

or regulatory bodies to protect public interests. 

In particular, administrative bodies are often still 

organised under good old hierarchical structures 

which are hardly able to cope with fast changing 

VUCA-developments. Not to mention the fact 

that interconnected special knowledge and fast 

reactions are often needed. Today, nobody can 

know everything about everything and therefore 

we have to arrange more lexible ad-hoc networks 

and interaction among diferent experts to address 

complex dynamic challenges. his leads again to 

complexity gaps, which brings systemic risks and 

a danger of extreme events.

EXAMPLE ONE: CYBERSPACE AND 

CYBER SECURITY

Ten years ago, cyber security was hardly men-

tioned. We spoke about information and commu-

nication technology (ICT)security, but not about 

cyber security. With increasing networking of 

systems and infrastructures and with the spread 

of new technologies like smartphones, the focus 

grew broader. his was also necessary because of 

an increasing threat landscape, both qualitative 

We are always improving interconnections between technical systems, but the necessary 

interconnection between people and organisations to cope with non-intended side effects is lagging 

behind.
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and quantitative. Hardly any nation has a cyber 

security strategy to mitigate new challenges com-

ing from the new virtual world. However, as we 

can see, everyday regulations and eforts do not 

seem to be able to follow up the developments on 

the dark side of interconnectivity. 

One reason could be that we still focus on 

symptoms and not sources. We still try to ix vul-

nerabilities and wonder why it does not work. But 

more of the same will not work, to quote Albert 

Einstein: ‘Problems cannot be solved with the same 

mindset that created them.’

Of course, to conclude, some essential vulner-

abilities will not be easy to ix because they are 

often based on signiicant design failures, which 

exist because the internet and also the connected 

hard- and software often were not designed for 

the purposes for which they are used nowadays. 

his problem is escalating, in particular, with leg-

acy infrastructure systems like supervisory con-

trol and data acquisition (SCADA) or industrial 

control systems (ICS), which are used for auto-

mation and were designed for oline use. Nowa-

days, however, they are increasingly connected to 

oice IT systems, so known oice IT problems 

and threats could spread without the possibility 

of using known IT security solutions because of 

other system requirements or because of costs. 

But developments do not stop: on the contrary, 

new technologies like the Internet of hings (IoT) 

emerge quickly and, with them, more future inter-

connectedness and threats. A few months ago, only 

a few experts warned that major risks could spread 

from these technologies. Since some major distribu-

te  d denial-of-service (DDoS) attacks, we know that 

a large number of unsecured internet-connected 

digital devices, such as home routers and surveil-

lance cameras and so on, could constitute a pow-

erful weapon and could also bring down parts of 

our infrastructure. Until now, we have been lucky 

and only services have been interrupted. But what 

we have already seen would also be enough to trig-

ger a major cascading infrastructure collapse, even 

if most people still believe that this is not possible. 

he threat increases with every new unsecure and 

connected device and with every new interconnec-

tion within infrastructure systems. 

It is still early days but interconnectedness is 

likely to increase rapidly within the next few years 

because of smart grids, smart homes, smart cit-

ies and also with ‘Industry 4.0’. Digitalisation is 

on everybody’s lips, especially on politicians’ lips. 

But do we really know what we are doing? Why 

should rapidly increasing threats from ICT be 

solved when they become more connected? Why 

are we again seeing serious security vulnerabilities 

in the IoT which we previously solved in other 

domains years or decades ago? Back then, they 

were in oline systems, but nowadays they are in 

highly interconnected systems where failure and 

disruptions could spread very fast and very far. It 

is as if we have not learned the right lessons, but 

the risks of today are growing exponentially and it 

seems that it will only be a matter of time before 

serious infrastructural disturbances arise because 

of an increasing complexity gap and underesti-

mated systemic risks.

EXAMPLE TWO: EUROPEAN POWER 

SUPPLY SYSTEM

Another sector where a large complexity gap 

emerges is within the European power supply sys-

tem. We just started the largest infrastructure trans-

formation ever, with the transformation from fossil 

fuel driven power plants to renewable energy, which 

means a major shift from centralised to decentral-

ised structures and power ratios. Yet every Member 

State is carrying out its transformation at its own 

speed and in its own way, with hardly any common 

aim or plan; this leads to an increasingly fragile 

system. However, insuicient new developments 

driven by the ICT-sector or new market players will 

also increase vulnerabilities in this highly sensitive 

system. It is our most important lifeline even if we 

do not notice it normally because it works seam-

lessly almost every day. his means that we do not 

have fall-back plans in the event of a considerable 

disturbance in the power supply system.
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Nevertheless, the warning signs have never 

been as tangible as in recent months. System 

instabilities have been increasing rapidly for years. 

And even the Association of European Transmis-

sion System Operators, ENTSO-E, stated in its 

investigation report on the 2015 Turkey black-

out: ‘ Although the electric supply should never 

be interrupted, there is, unfortunately, no col-

lapse-free power system!’

While most regions in the world have some 

experience of dealing with major disturbances 

like this, Europe does not, owing to its excellent 

security of supply. It is therefore also diicult to 

predict how long it would take for power to be 

restored. he estimate ranges from several hours 

to several days. he knock-on efect for our strong 

inverse infrastructure and society would be dev-

astating, because we do not expect it and are not 

prepared for it.

For this crisis situation, there are rarely con-

tingency plans for working ‘oline’, and, because 

of the power outage, nor would it be long before 

the telecommunication systems collapsed. So we 

could say that we have very good systems and 

operators because they have coped with all the 

problems to date. But we could also be sufering 

from a major Turkey Illusion. 

A European-wide power and infrastructure breakdown (‘blackout’) is unimaginable for many people,  

including most decision-makers. 

Herbert Saurugg
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LEARNING FROM NATURE –  

‘SMALL IS BEAUTIFUL’

We should learn more from nature, which has 

a very long history and development phase. Only 

survivable structures and organisms were success-

ful and are still here. We often miss the so-called 

‘silent witnesses’, those who did not survive and 

are not to be found in the history books. One 

major structure that did succeed is ‘small is beau-

tiful’.

• Small structures are more lexible and robust 

against strikes (asymmetry).

• People are more resilient in small structures.

• You cannot prevent the development, but early 

warning is an important part of navigation and 

we have to prepare to cope with uncertainty 

and with major incidents/disruptions.

• It is all about communication and knowledge. 

If people and decision makers know the chal-

lenges, they can react and prepare before a crisis 

or a disruption or change the path leading up 

to it.

• Security Communication will be a main driver 

to increase people’s resilience and capacity to 

act in the event of uncertainty and after ex-

treme events.

• ‘Understanding the problem is half the solu-

tion’, as Albert Einstein once said.

ARE WE PREPARING FOR THE RIGHT 

THING?

So we are moving along a very narrow path. 

Beneits and risks are very close together. One 

key question therefore is, are we mature enough? 

To prepare for an increasing number of possible 

and  likely signiicant infrastructure interruptions, 

it is not enough to speak only at a high political 

or management level. We have to include people 

and mobilise them to prepare themselves, because 

such scenarios can be solved only by people them-

selves and not, as is usually the case, by emergency 

services.

• his calls for open security and risk communi-

cation, which addresses risks and uncertainties 

and assigns people their responsibilities in the 

event of signiicant infrastructure interruptions.

• We will also have to ask ourselves in politics 

and in the security sector if we have the right 

focus, or if we are preparing for ‘the last war’. 

For example, on the one hand, we are devot-

ing a large amount of money and efort to ter-

rorism prevention, but on the other, we have a 

fundamental problem with our deadly vulnera-

ble infrastructures.

he problem is that there is no easy, quick techni-

cal solution, but we have to start thinking about 

it and developing new design approaches, to mit-

igate already existing catastrophic potential. To 

start with all these steps in the aftermath of a irst 

incident, as we have done in the past, will be too 

late in the future.
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